PykoBoacTBo no passepTbiBaHutio 1O 3BM

TpeboBaHusa K cepsepy

1.1. AnnapaTHble TpeboBaHUs

MuHMManbHble TpeboBaHus

“Cucrtema oLeHKn TexXHuKn bera”

MapameTp 3HaueHue MpumeyvaHue

CPU 2 aapa, 2.0 GHz x86_64 apxuTtekTypa

RAM 4Tb [ns o6paboTtkn Buaeo go 30
cek

Ounck 20Tb SSD pekomeHgyeTcs

CeTtb 100 M6ut/c [nsa 3arpysku Bugeo

PekomeHayeMble TpeboBaHus

MapameTp 3HaueHue MpumeyvaHue

CPU 4-8 apep, 3.0+ GHz CoBpemeHHbIn Intel/AMD

RAM 8-16 b [nsa napannensHon
0bpaboTku

Ownck 50-100 I'b SSD NVMe ans makcumarnbHown
CKOpOCTH

CeTb 1 éut/c [nsa komgopTHOM paboTbl

TpeboBaHus onsa GPU-yckopeHus (onumMoHanbsHo)

MapameTp

3HaueHue

GPU

NVIDIA c nogaepxkon CUDA 11.0+




MapameTp 3Ha4yeHue
VRAM 4+ b
Opansep NVIDIA 450.0+
CUDA 11.0+

CuDNN 8.0+

Mpumeyanme: GPU 3HaunTenbHO yckopsieT o6paboTky (B 3—5 pas), HO He

sABnsieTcst 06s13aTenbHbIM.

1.2. OueHKa Npon3BOANTENBHOCTU

KoHdurypauums

Bpems obpabotku 10 cek Bugeo

2 CPU, 4 GB RAM

~60-90 cekyHA

4 CPU, 8 GB RAM

~30-45 cekyHA

8 CPU, 16 GB RAM

~15-25 cekyHp

4 CPU + GPU (RTX 3060)

~5-10 cekyHg

1.3. TpeboBaHUA K ANCKOBOMY NPOCTPaHCTBY

KomnoHeHT Pasmep
OnepaunoHHas cuctema 5Ib
Python + BupTyanbHOe OKpyXeHune 2Tb
Mogenn RTMPose (YOLOX + RTMPose) 500 Mb
BpemeHHble dannbl (uploads) 10+ B
Jlorn 1TB
UToro MuHumym 20Tb




2. TpeboBaHus K nporpaMmMHOMYy obecneyeHunro

2.1. OnepaumoHHaga cuctema

ocC Bepcus Cratyc

Ubuntu 20.04 LTS MonnepxmsaeTca

Ubuntu 22.04 LTS PekomeHayeTcs

Ubuntu 24.04 LTS MonnepxmsaeTca

Debian 11 (Bullseye) MoanepxvsaeTcs

Debian 12 (Bookworm) MoanepxmsaeTca

Astra Linux CE, SE 1.2,2.3 MonnepxusaeTcs

CentOS/RHEL 8+ i, TpebyeT aganTtauuu

Windows Server — X He nopnepxwusaetcs
2.2. CuctemMHble nakeThbl

MakeT Bepcus HasHauyeHue

Python 3.8-3.11 WHTepnpeTatop

pip 21.0+ MeHenxep naketos Python

venv — BupTyanbHble OKpy>XeHns

FFmpeg 4.0+ KoHBepTauus Bugeo

Nginx 1.18+ Beb-cepBep / reverse proxy

systemd — YnpaBneHue cepsmucammu

2.3. Python-3aBucumocTu

MakeT Bepcus HasHauyeHue
flask 22.0 Beb-dpenmeopk
gunicorn =220.0 WSGI-cepBep




MakeT Bepcus HasHauyeHue

werkzeug 22.0 Ytunutel HTTP

numpy 21.20 MartemaTtuyeckve onepauum
opencv-python-headless 24.5 O6paboTka BMaeo

rtmlib 20.0.9 RTMPose inference
onnxruntime 21.10 3anyck ONNX-mogenen
tqgdm 24.0 Mporpecc-6apsbl

requests 22.25 HTTP-knneHT

[na GPU-yckopeHna (onumMoHansHo)

MakeT Bepcus HasHauyeHue
onnxruntime-gpu 21.10 ONNX ¢ CUDA
nvidia-cudnn-cull 28.0 cuDNN

2.4. Mogenun malwunHHoro obyyeHus

Mogenb Pasmep URL
YOLOX-M ~190 Mb OpenMMLab
RTMPose-M ~45 Mb OpenMMLab

Mogenu 3arpyxarTcd aBTOMaTU4YeCKM Npu nepBOM 3aryCcKke 4Yepes rtmlib.


https://download.openmmlab.com/mmpose/v1/projects/rtmposev1/onnx_sdk/yolox_m_8xb8-300e_humanart-c2c7a14a.zip
https://download.openmmlab.com/mmpose/v1/projects/rtmposev1/onnx_sdk/rtmpose-m_simcc-body7_pt-body7_420e-256x192-e48f03d0_20230504.zip
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